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Abstract. Software diagnosis is a particularly challenging problem for modern systems, which may consist of dozens, if not hundreds, of components computing on concurrent and potentially distributed platforms, and using infrastructure and services built by many organizations. We propose a framework that generalizes state-of-the-art classical reasoning-based fault diagnosis which tolerates observation uncertainty and addresses degradation of quality of service. Empirical evaluation involving 27,000 highly realistic synthetic scenarios demonstrates an average accuracy improvement of 20% (with 99% statistical significance) which is considerable in the domain of Software Fault Localization (SFL). We measure the improvement in accuracy on well-established SFL performance metrics.

Introduction

One of the most important ways to improve the trustworthiness of software systems is to increase their robustness in the face of (run-time) failures. While design-time methods are useful in improving confidence in software (e.g., [3, 13, 16, 19, 22, 31]), they cannot by themselves eliminate the possibility of run-time failures, which are induced by a variety of factors largely outside the control of the organization producing that software: faults in runtime infrastructure and components provided by third-parties, unpredictable loads, variable resources, and malicious attempts to break a system. Moreover, as mentioned in [12], the distinction between “healthy” and “broken” is often indistinct and fuzzy, and there is a gradual transition, over time, between these two states [12]. Consequently, stakeholders must take increasing responsibility for improving the trustworthiness of their systems through building automatic runtime problem detection and repair [12, 23].

Diagnosis for today’s complex systems, however, is particularly challenging. First, the presence of concurrency makes it difficult to identify which computation might have caused a problem. Second, reliance on middleware for distributed communication, and more generally the use of components and infrastructure produced by many organizations, means that in many cases neither specifications nor code is available for all parts of the system. Third, in many systems, problems may be intermittent, caused by transient faults or variability in loads. Fourth, many of the “faults” that we care about are reflected indirectly by violation of a systems quality of service goals, such as degradation of response latency, rather than by a direct failure such as a server or system crash. Such “soft” faults may be difficult to detect and diagnose [12]. Consequently, although fault diagnosis has been studied extensively for both hardware and software systems as a development-time activity, the ability to do this at run-time (i.e., while the system is operational) in a systematic way for complex systems has remained an elusive goal [8].

As no behavioral models are typically available, current approaches to software diagnosis abstract the system under analysis in terms of component activity and correct/incorrect behavior, notably lacking mechanisms to encode soft faults.

We propose a framework that generalizes state-of-the-art classical reasoning-based fault diagnosis (such as, Spectrum-based Fault Localization (SFL) [4], GDE [19]) to accommodate functional and degradation failures. In particular, the framework is capable of reasoning under uncertainty (there is a variety of sources of uncertainty as the ability to observe the behavior of a system may be limited by the kinds of monitoring infrastructure available) and handle soft faults. In many cases the existence of a fault is linked to degradation quality of service. For example, high latencies of responses to queries may indicate that servers are overloaded, that a network connection is faulty, or both.

Our framework improves the classical reasoning approach in 65% of the cases and achieved at least equal performance in 94% of the cases. The overall relative improvement in the diagnostic quality was of 20% on average, with a 99% confidence interval.

This paper makes the following contributions:

- We discuss the limitations imposed by the classical reasoning-based fault diagnosis;
- We propose a generalization of the classical reasoning-based diagnostic framework aimed at improving its accuracy when diagnosing soft faults;
- We compare the accuracies of the classical and our novel approach using a simulation-based setup, which has been shown to be able to generate realistic scenarios [9].

Reasoning-Based Diagnosis

In this section we introduce concepts and definitions used throughout the paper, as well as the reasoning-based SFL approach to diagnosis.

Definition 1 (Diagnostic System). A diagnostic system DS is a set of components \( COMPS = \{ c_1, c_2, \ldots, c_n \} \).

The type of systems we consider typically consists of hundreds to thousands of components. These components can be code-blocks, assembly-level instructions or whole state machines. The systems can be distributed, hybrid, and can contain network components such as routers and balancers.
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Definition 2 (Transaction). A transaction \( \langle A, e \rangle \) is a pair containing \( A \subseteq \text{COMPS} \) and the transaction outcome \( e \in \{0, 1\} \).

Transactions are typically computed by executing programs or program tasks and recording success or failure \( e \). The program components that participate in \( A \) are instrumented by using debugger-like methods [14]. The convention is that \( e = 1 \) means failure and \( e = 0 \) means success. Transactions where \( e = 1 \) are also known as conflicts [19]. A conflict represents a set of components that cannot be simultaneously healthy to explain the observed erroneous behavior.

Definition 3 (Hit Spectrum). A hit spectrum \( \mathcal{A} \) is a set of transactions \( \mathcal{A} = \{ \langle A_1, e_1 \rangle, \langle A_2, e_2 \rangle, \cdots, \langle A_n, e_n \rangle \} \).

We assume that an external diagnostic engine [21, 28, 11, 1, 5] computes a set of diagnoses. These diagnoses are used as an input to our algorithm.

Definition 4 (Diagnosis). A diagnosis \( \langle d, \Pr(d) \rangle \) is defined by a set of components \( d \subseteq \text{COMPS} \) and a prior probability \( \Pr(d) \).

The prior probability \( \Pr(d) \) estimates to what extent a candidate, without further evidence, is responsible for the system’s malfunction. To define \( \Pr(d) \), let \( p_j \) denote the prior probability that a component \( c_j \) is at fault. The value of \( p_j \) is application dependent. In the context of development-time fault localization, \( p_j \) is often approximated as \( p_j = 1/1000 \), i.e., 1 fault for each 1000 lines of code [7].

Assuming that components fail independently, the prior probability for a particular diagnosis \( d \) is given by

\[
\Pr(d) = \prod_{j \in d} p_j \cdot \prod_{j \notin \text{COMPS} \setminus d} (1 - p_j) \tag{1}
\]

When the \( p_j \) are equal the larger the candidate the smaller its a priori probability will be.

This leads us to our main goal which is to apply a Bayes conditioning rule.

Definition 5 (Bayes Conditioning). Given a diagnosis \( d \) and a hit spectrum \( \mathcal{A} \), the a posteriori probability \( \Pr(d \mid \mathcal{A}) \) is:

\[
\Pr(d \mid \mathcal{A}) = \frac{\Pr(d) \cdot \prod_{i = 1}^{N} \frac{\Pr(A_i \mid e_i \mid d)}{\Pr(A_i)}}{\prod_{i \in 1, \ldots, N} \Pr(A_i)} \tag{2}
\]

In order to characterize the optimality of our algorithm we need to compute posteriori probability (given \( \mathcal{A} \)) for a whole set of diagnoses and to rank them. This gives us our main computational problem:

Problem 1 (Diagnostic Ordering). Given a set of diagnoses \( D = \{ (d_k, \Pr(d_k)) \} \) for \( k \in \{1, 2, \ldots, K\} \) and a hit spectrum \( \mathcal{A} \), compute \( \Pr(d_k \mid \mathcal{A}) \) and order \( D \) such that:

\[
\forall d_k \in D : \Pr(d_k \mid \mathcal{A}) \geq \Pr(d_{k+1} \mid \mathcal{A}) \tag{3}
\]

In what follows we describe the relevant aspects of the classical reasoning-based SFL approach to address the ranking problem [3, 19].

To simplify computation we assume conditional independence throughout the process, i.e., our Bayes classifier is naïve.

The denominator \( \Pr(A_i) \) is a normalizing term that is identical for all \( d \in D \) and needs not to be calculated for ranking purposes as it does not alter the rank order.

To bias the prior probability taking run-time information (i.e., observations) into account, \( \Pr(A_i, e_i \mid d) \) (referred to as likelihood) is defined as

\[
\Pr(A_i, e_i \mid d) = \begin{cases} 
G(d, A_i) & \text{if } e_i = 0 \\
1 - G(d, A_i) & \text{otherwise}
\end{cases} \tag{4}
\]

G(d, A_i) (referred to as transaction goodness) is used to account for the fact that components may fail intermittently, estimating the probability of nominal system behavior under an activation pattern \( A_i \) and a diagnostic candidate \( d \).

Let \( g_j \) (referred to as component goodness) denote the probability that a component \( c_j \) performs nominally. Considering that all components must perform nominally to observe a nominal system behavior, \( \mathcal{G}(d, A_i) \) is defined as

\[
\mathcal{G}(d, A_i) = \prod_{j \notin d \cap A_i} g_j \tag{5}
\]

In scenarios where the values for \( g_j \) are not otherwise available, those values can be estimated by maximizing \( \Pr(A, e \mid d) \) (Maximum Likelihood Estimation (MLE) for naïve Bayes classifier) under parameters \{ \( g_j \mid j \in d \land 0 \leq g_j \leq 1 \} \) [3].

Approach

In this section we discuss how degradation failures can be more accurately detected/represented and how the diagnostic framework presented in the previous section can be enhanced to more accurately diagnose such kind of errors.

Fuzzy Error Detection

The first challenge in diagnosing soft failures related to their detection. Existent approaches to error detection (e.g., [8], SFL [4], and GDE [19]) make use of first-order logic descriptions of the correct behavior of the system (weak-fault models) to assign transactions to one of two possible sets: the pass set and the fail set (\( P \) and \( F \) respectively, where \( F = \overline{P} \)). A consequence of such fault models is the crisp distinction between correct and incorrect system states. While this crisp logic description enables an accurate representation of hard failures, it is unable to accurately represent a large variety of soft failures. Take for instance a type of soft failure that, informally, can be described by the statement “The system is slow.” Even though we can easily relate the slowness of the system to an appropriate metric (e.g., response time), it is not easy to define a crisp boundary in this same metric to distinguish acceptable and slow transactions. By setting a crisp boundary at, for instance, 1 second, a response time of 0.00999 seconds would be considered to be correct whereas a marginally superior response time would be considered incorrect. Also, a response time of 0.00999 seconds would result in the same type of error information (pass) as a smaller response time even though the larger response time may represent an error symptom.

To overcome the expressiveness limitation of crisp logic error detection mechanisms, we propose a generalization using fuzzy logic [29]. Fuzzy logic extends the notion of binary set membership by introducing the concept of membership functions, denoted \( \mu_\omega \) (membership function for set \( \omega \) in the context of this paper \( \omega \in \{ F, P \} \)), that map a particular domain on the real continuous interval \([0, 1]\), where the endpoints of 0 and 1 conform to no membership and full membership, respectively. Let \( x \) be an arbitrary event. In the context of error detection, the concept of fuzzy membership enables the representation of 3 types of system states:

- **correct:** \( \mu_F(x) = 0 \),
- **incorrect:** \( \mu_F(x) = 1 \), and
- **degraded:** \( 0 < \mu_F(x) < 1 \)
As a consequence of the new fuzzy error model, a degraded transaction exhibits both correct and incorrect behaviors simultaneously, however with different degrees. As \( F = P \), it follows that

\[
\mu_{F}(x) = 1 - \mu_{P}(x)
\]

As an example, consider the crisp fail set containing all response times (rt) above 1 second. This same set could be represented in terms of a membership function as

\[
e^{\text{crisp}}(rt) = \mu_{F}(rt) = \begin{cases} 0, & rt \leq 1 \\ 1, & rt > 1 \end{cases}
\]

To achieve the goal of representing soft failures (and implicitly the error detection becomes more sensitive to errors. In fact, when the exponent tends to either \(+\infty\) or 0, the fuzzy membership becomes a binary membership and errors in the fuzzy zone become passes and fails, respectively.

![Figure 3: Error detection sensitivity intuition](image)

To illustrate the fuzzy error detection process, consider the spectrum presented in Table 1, which also contains the run-times for each transaction (marked in Figure 1). From this spectrum we can see that, in particular for \( t_2 \), the crisp error vector neglected an error symptom whereas the fuzzy error vector categorized that same transaction as being 80% degraded.

### Fuzzy Error Diagnosis

Using fuzzy logic to detect errors, it is possible to assert that a particular transaction is 80% degraded (i.e., \( \mu_{F} = 0.8 \) and consequently \( \mu_{P} = 0.2 \)). The remaining challenge consists in integrating this additional knowledge in the diagnostic process.

As an example, consider again the spectrum depicted in Table 1. Using the approach explained in the previous section, more concretely Barinel [3], with \( e \in \{0,1\} \), it follows that the diagnosis candidates\(^5\) \( d_1 = \{c_1\} \) and \( d_2 = \{c_2\} \) are ranked equally. This is because the components in both candidates are involved in the same number of passed and failed transactions. However, intuitively we would expect \( d_1 \) to be ranked ahead of \( d_2 \) since transaction \( t_2 \), in which component \( c_1 \) was involved, shows error symptoms whereas \( t_1 \) does not.

To solve this limitation we make use of the concept of probability of a fuzzy event in Equation 4. From [30], it follows that the probability of a fuzzy event is defined as

\[
Pr(A_i, e_i | d) = \sum_{\omega \in \Omega} \mu_{\omega}(x) \cdot Pr(A_i, e_i | d)
\]

where \( \Omega \in \{F, P\} \) and \( x \) is an arbitrary event (an observation; \( rt \) in

\(^5\)The candidates for the fuzzy approach are calculated by setting a threshold for \( e \) to discretize transactions in terms of pass/fail. In this example we use the threshold \( e = 1 \).
our working example). From Equation 9, Equation 4 generalizes to

\[
\Pr(A_i, e_i \mid d) = \begin{cases} \\
\frac{\omega = F}{e_i \cdot (1 - G(d, A_i)) +} & \\
\frac{\omega = P}{(1 - e_i) \cdot G(d, A_i)}
\end{cases}
\]  

(10)

where \(e_i = \mu_F(\omega)\) and \(1 - e_i = \mu_P(\omega)\). The term \((1 - G(d, A_i))\) accounts for Equation 4’s first branch, and \(G(d, A_i)\) for the second one. In contrast to Equation 4, this generalization is valid for fuzzy error values (i.e., \(e = e_{\text{fuzzy}}\)). Figure 4 shows the plot of the Equation 10 with respect to \(e_i\) and \(G(d, A_i)\). For comparison, we also plot Equation 4 with thick black lines.

We next illustrate the framework for our running example. The probabilities of the two candidates \((d_1, d_2)\) are calculated as follows

\[
\Pr(d | A) = \Pr(d) \cdot \prod_{i=1,2,\ldots,N} \frac{\Pr(A_i, e_i, rt | d)}{\Pr(A_i)}
\]

(11)

where

\[
\Pr(d_1) = \Pr(d_2) = \frac{1}{1000} \cdot (1 - \frac{1}{1000}) = 9.99 \times 10^{-4}
\]

(12)

\[
\Pr(A, e, rt | d_1) = \left(0.8 \cdot (1 - g_1) + (1 - 0.8) \cdot g_1 \right) \\
\times \left(1 \cdot (1 - g_1) + (1 - 1) \cdot g_1 \right)
\]

(13)

\[
\Pr(A, e, rt | d_2) = \left(0 \cdot (1 - g_2) + (1 - 0) \cdot g_2 \right) \\
\times \left(1 \cdot (1 - g_2) + (1 - 1) \cdot g_2 \right)
\]

(14)

As an example, setting \(g_1\) and \(g_2\) as 0.1 yields the diagnostic ranking \((d_1, d_2)\), where the true faulty explanation is the first place of the ranking. However, as component goodnesses are assumed not to be available, \(g_1\) and \(g_2\) are estimated using maximum likelihood estimation in both symbolic expressions: \(\Pr(A, e \mid d_1)\) and \(\Pr(A, e \mid d_2)\).

As can be seen directly from Figure 5, the \(Prs\) are maximized when \(g_1 \approx 0\) and \(g_2 = 0.5\).

Applying the maximizing values to both expressions, it follows that

\[
\Pr(A, e, rt | d_1) = 0.8
\]

\[
\Pr(A, e, rt | d_2) = 0.25
\]

Hence,

\[
\Pr(d_1 | A) = 0.76
\]

\[
\Pr(d_2 | A) = 0.24
\]

The diagnostic ranking is therefore \((d_1, d_2)\), which breaks the ambiguity between \(d_1\) and \(d_2\), thus improving the diagnostic accuracy.

**Benchmark**

In this section we describe our benchmark approach and discuss results.

**Simulator**

Performing benchmarks on real applications requires extensive adaptation and is therefore very time consuming. Furthermore, the use of a limited set of applications limits the generalization of the conclusions.
To overcome such issues, we make use of a simulator as proposed in [9]. The simulator provides functions to describe and execute a probabilistic model of an arbitrary system, thereby gathering the required spectra. The authors of the simulator showed [9] that the benchmark results for both real and synthetic data are comparable. This is mainly due to the fact that, since systems are highly abstracted, the spectra generated by real and simulated systems is similar.

The simulator consists of a stack automaton which takes as input a probabilistic model of the system (such as, for instance, the one depicted in Figure 6) and, through a Monte Carlo process, generates spectra. The probabilistic model describes the systems topology, the interaction between components, and the systems faults. To build the topology portion of the model, two primitives exist: components and links (depicted in white and light gray, respectively).

Concretely, a component (identified by its numeric ID) contains a list of links. A link consists of a list of component IDs with associated transition probabilities (corresponds to no transition). Whenever a component is activated all the links belonging to that particular component are sequentially activated. A link is an abstraction to the components' interaction that contains a set of component IDs with their respective call probabilities. With the activation of a link, the current component and link list position are pushed onto a call stack and a component is randomly selected to continue the execution. At the end of the component's execution, an element is popped from the call stack, returning the control to the caller component. Using this model, a transaction can be generated by pushing a component marked as an entry point onto the call stack.

To emulate the error behavior, components may be injected with faults (depicted in dark gray), which are parameterized over 4 variables (pc, pα, pc, and pγ). pc, pα, and pδ, and pε correspond to the probabilities of correct, degraded, and incorrect behavior. During the simulation, whenever a faulty component is activated, the outcome of such activation (in terms of correct, degraded, or incorrect) is randomly determined using such probabilities. In the event of a component performing erroneously, it has an associated probability of failure which, whenever it occurs, it results in a premature end of the transaction (in Figure 6, an error in component c4 always results in a failure whereas an error in component c3 only has a 40% chance of resulting in a failure). To determine the transaction’s fuzzy error value, we apply the following rules:

\[
\mathbf{e} = \begin{cases} 
1, & \text{if at least one component performed erroneously} \\
0, & \text{if all components performed correctly} \\
\text{rand}(0, 1), & \text{otherwise}
\end{cases}
\]

\[
(15)
\]

**Figure 6: Probabilistic topology model**

We generated system models that comply with a N-tier service architecture (Figure 7). Systems were created by randomly selecting the number of tiers \((T \in [3, 10])\) as well as the number of components in each tier \((C_i \in [3, 10], 1 \leq i \leq T)\). Every component is connected to all the components of the next tier with random transition probabilities. To exhibit erroneous behavior, a number of faults \((F)\) was randomly injected (in terms of position) in the systems.

In our setup, we generated 100 systems for each value \(E \in [2, 4]\), totaling 300 systems. The injected faults had 90% and 10% probabilities of degraded, and erroneous behavior, respectively.

The spectra generation is parameterized over a single variable \(E\), representing the number of errors at the end of which the simulation stops. For each generated system, we ran 10 simulations for each value \(E \in [1, 9]\), totaling 90 spectra per system. Overall, our benchmark is composed of \(300 \times 90 = 27000\) test cases.

**Metrics**

The wasted effort metric evaluates how many components need to be inspected before all faulty components are found [25]. To calculate this metric one must undergo an iterative process. Starting with the first candidate, all of the candidate’s components are inspected to determine whether or not that particular set of components was responsible for the erroneous behavior. Depending on the result of such inspection two outcomes may occur. On the one hand, if the component is found to be faulty, that particular component is removed from all other candidates in the ranking. On the other hand, if the component is found to be healthy, all candidates in the ranking containing that particular component are removed. This process is repeated until all faulty components are found. In the case of the last inspected candidate being tied with other candidates, it is assumed that, on average, half of the healthy components are examined.

During this iterative process, we keep track of two counters: inspected components \((I)\) and faulty components \((C)\). Using these two counters, the wasted effort metric is calculated as:

\[
W = I - C
\]

\[
(16)
\]

6 https://github.com/SERG-Delft/sfl-simulator
As an example consider the diagnostic report presented in Table 2 for which the correct diagnostic candidate is \( d = \{c_1, c_2\} \). In order to calculate the wasted effort, we start by examining \( c_1 \) and \( c_4 \) finding that \( c_3 \) is faulty while \( c_4 \) is healthy. Due to \( c_4 \) being healthy, candidates \( d_2 \) and \( d_3 \) are not examined. Examining \( d_4 \) we observe that the only unexplored component \( c_2 \) is faulty. Additionally, we see that both system’s faults were discovered. However, as \( d_5 \) is tied with \( d_4 \), we must inspect half of the healthy components. The wasted effort of this diagnosis is therefore \( W = 4 - 2 = 2 \), meaning that 2 healthy components \( (c_4 \) and \( c_3/c_5) \) were examined in the process of finding the root cause of the system errors.

A normalized version of the wasted effort is called diagnostic quality and is defined as

\[
Q = 1 - W/(M - C)
\]

where \( M \) is the number of system components. The diagnostic quality value is contained between zero and one and estimates the fraction of system’s healthy components that need to be examined before all faulty components are found.

In this paper we refine the diagnostic quality metric to take into account the fact that, for a specific spectrum, not all components of the system can be at fault. As an example consider a system with 1000 components with a spectrum consisting of a single failing transaction activating 2 components. Assuming the diagnostic algorithm only proposes plausible\(^7\) candidates, the quality is contained in the interval between 1 and \( \frac{999}{1000} \). Instead of calculating the diagnostic quality using the \( M \) components of the system, we use \( M_s \), the number of “suspicious” components to calculate the new metric, which shall be referred to as “fair quality” \( (Q_f) \). A component is said to be suspicious if it was activated in a failing transaction. A consequence of using \( Q_f \) is that the diagnostic qualities of all possible permutations of the ranking always have a lower bound quality of 0.

**Results**

We compare the performance of the crisp, state-of-the-art, diagnostic approach, presented in the Reasoning-based Diagnosis Section, with our fuzzy approach for the generated spectra. For more information regarding this approach, see [3].

In Figure 8, we compare the average \( Q_f \) for each test scenario. From the analysis of the plot we can see that the fuzzy approach always (on average) outperforms the crisp approach. This is due to the fact that the fuzzy approach is able to successfully take advantage of the extra information to break the ties in the ranking (as shown in the example from Table 1) that occur when dealing with small numbers of erroneous transactions.

A more detailed analysis of the data (Figure 9) shows that our approach outperformed the crisp approach in 65% of the test cases. Moreover, in 94% of the cases our approach was at least as accurate as the classical approach. In the remaining 6% of the test cases the accuracy loss was due to (1) lack of observations, and (2) marginal

\(^7\) By plausible we mean that all the candidate’s components were at least activated once in an erroneous transaction.

In Figure 10, we present a set of boxplots\(^8\) comparing the quality distributions of both approaches for each test scenario. From the analysis of the plots we can see that not only the fuzzy approach has a better performance than the crisp approach, but also that the fuzzy approach distribution is much more skewed towards better quality results than the crisp approach. Additionally, we can see that the fuzzy approach exhibits a higher consistency (i.e., smaller inter-quartile range) than the crisp approach.

A final remark is that, with the increase of erroneous transactions, it appears that the crisp approach quality seems to converge towards the same average quality as the fuzzy approach. This happens due to the fact that the information introduced by the occurrence of errors eventually compensates the limitations imposed by the crisp error abstraction.

\(^8\) For each test scenario, the box corresponds to 2\(^{nd} \) and 3\(^{rd} \) quartiles (i.e., 50% of the cases), the vertical lines correspond to the 1\(^{st} \) and 4\(^{th} \) quartiles, and the small dashes correspond to test cases categorized as outliers. A test case is considered to be an outlier if its distance from the box is greater that 1.5 * IQR (inter-quartile range, i.e., the height of the box).
Related Work

SFL and the improvement described in this paper occupy the ground between machine learning and model-based diagnosis [20]. Machine learning techniques [27] require a lot of training data which in the case of SFL is hit spectra. Hit spectra may look like a lot of data, however, the “per component” information is limited (we get n labels per component). Further, the per component pass/no pass information is Boolean and machine learning has to be trained for exponential number of multiple-faults, something that is not required in our approach. Last, if a lot of learning data is available, then machine learning easily overfits due to the Boolean nature of the features.

Model-based diagnosis is an attractive diagnostic approach because some frameworks are complete, others fast [11], and the complete ones use all available information to reason from symptoms to diagnoses. There are two fundamental problems with MBD approaches, however: (1) the exponential reasoning cost for complete algorithms and (2) the modeling problem for all MBD-based algorithms. Complex logical systems like computer programs cannot be mathematically modeled without encountering problems with decidability and halting.

Technique similar to ours, but applied to a different problem domain is the one of Kahuna [26]. There, the authors apply peer similarity to diagnose performance problems in map-reduce systems. In the black-box approach, the authors use learning from successfully passed tests. The Kahuna [26] black-box approach can be improved by using non-Boolean classification similar to the one proposed in this paper.

In [18], the authors apply the same concept to the diagnosis of failures in distributed file systems, such as PVFS or Lustre.

Computer programs nowadays fail mostly due to combination of faults. Single-faults are ruled out with the help of classical debugging and unit-testing. Reasoning about multiple faults comes at steep computational price. Efficient lightweight fault localization techniques to diagnose software systems are PINPOINT [10], TARANTULA [17], and OCHIAI [2]. While extremely efficient, they do not reason in terms of multiple faults.

The approach in this paper improves state-of-the-art multiple-fault health estimation. This gives increased accuracy compared to simple similarity-based SFL which is optimal only in the case of single-faults. The improved ranking is shown and analyzed in [3], [19], and [6].

The algorithm described in this paper is very suitable for troubleshooting of large and complex, network systems. There are various latencies and degradations in these systems that make the pass/fail qualification of a test inadequate. Discrete event systems [24] are currently used for monitoring and diagnosis of networked systems but they have enormous computational cost and, unlike our approach, are more difficult to randomize and sample.

The approach in this paper is related to hybrid automata [15], an approach also originating in the control community. Hybrid automata merge Hidden-Markov Models and dynamic systems.

Conclusions

We presented a generalization to the classical reasoning-based approach that not only guarantees equal diagnostic quality when diagnosing functional failures but also improves the diagnostic quality when diagnosing performance degradation failures (soft failures).

The conducted synthetic benchmark showed that, for our setup with 27000 test cases, our approach improved the diagnostic quality in 65% of the cases and performed at least as good as the classical approach in 94% of the test cases. On average, the relative improvement introduced by our approach was of 20%, with a 99% confidence interval.

Future work includes the extension of existent error detection frameworks to include the fuzzy error abstraction proposed in this paper. Comparison with other approaches than the crisp approach (Barinel) has remained for future work, because our goal was to improve current crisp-based SFL approach (relevant due to its low-cost modeling and diagnostic effort, thus scaling to large, real software/hardware systems) in order to deal gracefully with non-functional errors. The existence of such a framework would enable a real-world validation of the proposed approach. Furthermore, the broader impact of this paper is that the approach paves the way to automatic oracles in the context of automatic test generation and self-healing systems.
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